Lstm에 대해 발표하겠습니다

시퀸스 데이터를 생성하는 방법은 이전 토큰을 입력으로 사용해서 시퀸스의 다음 토큰을 예측하는 것입니다. 예를들어 더 캣 이즈 온 더 ma 라는 토큰이 있으면 다음 토큰으로 t를 예측하는 식이죠. 이런식으로 이전 토큰으로 다음 토큰의 확률을 모델링할 수 있는 네트워크를 언어모델이라고 합니다.

이렇게 새로운 시퀸스를 생성하는 것을 샘플링이라고 하는데요. 초기 데이터, 즉 여기선 조건데이터라고 하는 데이터를 주입하면 다음 글자의 확률 분포를 계산해 새로운 토큰이 생성되고, 이 출력을 다시 입력 데이터로 써서 다른 토큰을 생성할 수 있습니다. 이런식으로 반복이 된다면 사람이 쓴 문장과 비슷한 시퀸스를 생성할 수 있게 됩니다.

샘플링을 할때 다음 글자를 선택하는 방법에 따라 결과물이 달라질 수 있습니다. 두가지 방법이 있는데 첫번째는 탐욕적 샘플링입니다. 반복적이고 예상 가능한 문자열을 만들어 논리적인 언어처럼 보이지는 않습니다. 두번째는 확률적 샘플링입니다. 확률적 샘플링은 실제 같은 새로운 단어를 만들어 재미있고 창의적으로 보이는 문장을 생성합니다. 탐욕적 샘플링을 확률적 샘플링으로 설명할 수 있는데요. 예를 들어 한 글자의 확률이 1이고, 나머지 글자가 모두 0인 경우죠. 하지만 단점은 무작의성의 양을 조절할수가 없다는 것입니다.

낮은 엔트로피를 가지면 더 실제같은 시퀸스를 생성하고 반대로 높은 엔트로피를 가지면 흥미로운 시퀸스를 생성할 수 있습니다. 샘플링을 할때 무작위성의 양을 바꾸어 최적의 엔트로피 값을 찾아야 좋은 데이터를 생성할 수 있습니다.

샘플링 과정에서 확률의 양을 조절하기 위해 소프트맥스 온도라는 파라미터를 사용합니다. 샘플링에 사용되는 확률분포의 엔트로피를 나타내는 값인데요. 온도가 낮으면 실제 있는 단어를, 온도가 높으면 흥미로운 단어들을 출력하지만 구조가 무너집니다.

케라스로 구현해보겠습니다. 처음은 데이터 전처리를 해야합니다. 사이트에서 텍스트 파일을 다운받은 뒤, lower() 함수를 사용해 소문자로 바꿔줍니다. 그 다음에 maxlen, 즉 60의 길이를 가진 시퀸스를 추출하겠습니다. 3 글짜씩 건너뛰면서 샘플링합니다. 그 아래는 시퀸스를 담을 리스트고요. For 문을 사용해 진행합니다. 텍스트 파일에서 고유한 글자를 찾아 글자의 인덱스와 매핑해줍니다. 아래는 글자를 원핫인코딩해주어 벡터화 시켜줍니다.

다음은 네트워크 구성입니다. 이 네트워크는 하나의 lstm 층과 그 뒤에 dense 분류기가 있습니다. 손실함수는 캐태고리컬 크로센트로피 손실을 사용하는데요. 이유는 타깃이 원핫 인코딩 되어있기 때문입니다.

이제 새로운 텍스트를 생성할 수 있습니다. 지금까지 생성된 텍스트를 주입후 모델에서 다음 글자에 대한 확률 분포를 뽑습니다. 그 다음 특정 온도로 이 확률 분포~~~~~~ 이와 같은 단계를 반복하면 새로운 텍스트를 생성할 수 있습니다.

이 함수는 모델의 예측이 주어졌을 때 새로운 글자를 샘플링하는 함수입니다. 이 반복문은 반복적으로 훈련해 텍스트를 생성합니다. 에포크마다 온도에 따른 텍스트를 생성합니다. 60 에포크동안 모델을 훈련합니다. 무작위로 시드 텍스트를 선택 후, 여러가지 샘플링 온도를 시도합니다. 온도마다 총 400개의 글자를 생성합니다. 지금까지 생성 된 글자를 원핫 인코딩으로 바꿉니다. 그 이후에 다음 글자를 샘플링합니다. 여기서 샘플링이 반복되는 것을 볼 수 있습니다.

결과를 보겠습니다. 시드 텍스트는 ~~입니다. 이것은 무작위로 선택된 것입니다. 온도가 0.2 일때 생성된 텍스트와 0.5일때 생성된 텍스트를 비교해보겠습니다. 겉으로 보기엔 큰 차이가 없는 것 같지만 자세히 읽어보면 온도가 0.5일때는 스펠링이 이상한 글자가 몇 있고 구조가 살짝 이상합니다.

온도 1.0을 보겠습니다. 온도 0.5보다 구조와 단어가 흥미로워진것을 확인할 수 있습니다.

온도 1.2는 1.0보다 더욱 더 구조와 단어가 이상해졌습니다.

이렇게 확인할 수 있듯이 낮은 온도는 반복적이도 예상되는 텍스트를 만드는 반면 높은 온도는 흥미롭고 있을법한 창의적인 단어를 만들어냅니다. 하지만 국부적인 구조가 무너지기 때문에 균형을 잘 맞추어야 합니다. 그래서 이러한 균형을 위해 소프트 맥스 함수를 사용합니다. 언제나 다양한 온도에서 적절한 값을 찾는 것이 제일 중요합니다.

다음은 딥드립입니다.

딥드림이란 합성곱 신경망이 학습한 표현으로 예술적인 이미지를 만들어내는 기법입니다. 옆에 보이는 사진이 딥드림이 적용된 사진입니다. 예술적으로 보이죠? 딥드림은 컨브넷 상위 층에 있는 특정 필터의 활성화를 극대화하기 위해 컨브넷의 입력에 경사 상승법을 적용합니다. 딥드림은 전체 증의 활성화를 최대화해 한꺼번에 많은 특성을 섞어 시각화합니다. 그리고 딥드림은 이미 가지고 있는 이미지를 사용해 왜곡시킵니다. 시각 품질 향상을 위해 여러 다른 스케일로 처리합니다.

사전 훈련된 모델을 로드하겠습니다. 여기서 보시면 0으로 처리해 모든 훈련 연산을 비활성화 시켜 모델을 훈련시키지 않습니다. 이건 최대화하려는 손실 층의 활성화가 기여할 양을 정하는 겁니다. 층 이름과 계수를 매핑한 딕셔너리입니다. 아래는 손실 텐서를 정의하는 코드입니다. 여기서 선택한 층의 활성화에 대한 노름의 가중치 합입니다.

이 코드는 경사 상승법 과정에 대한 코드입니다. 1. 생성된 딥드림 이미지를 저장하는 텐서입니다. 2. 여기선 손실에 대한 딥드림 이미지와 그래디언트를 계산합니다. 3. 그것을 정규화 시킵니다. 여기서는 케라스 펑션 객체를 만들고 (아래 def) 여기서 경사상승법을 여러번 반복하여 수행합니다.

마지막으로 딥드림 알고리즘을 설명하기 전에 옥타브를 먼저 설명드리겠습니다. 작은 이미지로 시작해서 딥드림을 입힌 뒤, 업스케일 즉 크기를 키웁니다. 이 과정에서 뭉개지거나 픽셀 경계가 나타나므로 원본 이미지를 사용해 디테일을 입힙니다. 이 과정을 반복하면 이미지의 사진은 점점 커지지만 화질은 나빠지지 않습니다.

여기선 싸이파이를 사용합니다.
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설명

설명

설명 + 결과를 보시면 위쪽은 제가 조금 잘랐지만 사이즈가 250에서 350으로 커진것을 볼 수 있습니다. 이것은 옥타브의 효과입니다.

처음 이미지와 딥드림이 적용된 이미지를 살펴보면 개인차가 있겠지만 예술적으로 보이는 이미지가 알고리즘으로 인해 탄생되었습니다. 감사합니다.